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Abstract

Suppose that we have a matrix of dissimilarities between n images of a database. For a new image, we would like to select
the most similar image of our database. Because it may be too expensive to compute the dissimilarities for the new object to
all images of our database, we want to find p <n “vantage objects” (Pattern Recognition 35 (2002) 69) from our database
in order to select a matching image according to the least Euclidean distance between the vector of dissimilarities between
the new image and the vantage objects and the corresponding vector for the images of the database. In this paper, we treat
the choice of suitable vantage objects. We suggest a loss measure to assess the quality of a set of vantage objects: For every
image, we select a matching image from the remaining images of the database by use of the vantage set, and we average the
resulting dissimilarities. We compare two classes of choice strategies: The first one is based on a stepwise forward selection
of vantage objects to optimize the loss measure. The second is to choose objects as representative as possible for the whole

range of the database.
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1. Introduction

In this paper, we deal with the following problem: Sup-
pose that we have a database of n images (objects). The in-
formation about the images is given in form of n(n — 1)/2
dissimilarities between them. For a new image, we would
like to select the most similar image from our database. This
requires the computation of n dissimilarities. Suppose that
there is some computational effort to calculate a single dis-
similarity, and that it is feasible to calculate a small num-
ber of dissimilarities, say 20 or 40, but not all n. Vleugels
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and Veltkamp [1] suggest the following strategy: Choose
a suitable number p of objects from the database as “van-
tage objects”. Calculate the dissimilarities between the new
object and the vantage objects. Interpret every object in
the database, as well as the new object, as a p-dimensional
vector in the Euclidean space, namely as the vector of
dissimilarities to the vantage objects. Select the object in
the database, whose vector of dissimilarities to the vantage
objects has the smallest Euclidean distance to the vector
of the new image. This means that for the classification
of the new image only p dissimilarity calculations are
needed.

The question arises how to choose the vantage objects.
Vleugels and Veltkamp [1] suggest some heuristic strate-
gies. We present here a data driven approach to measure the
quality of a set of vantage objects by means of a loss func-
tion and we suggest and compare some strategies to find
high quality sets. If p would be so small that evaluation of
the loss of all (2) vantage sets of size p would be possible,
the loss function could be optimized directly.
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