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FoMLAS 2022 Preface

This volume contains the contributed papers presented at the 5th InternationalWorkshop
on FormalMethods forML-Enabled Autonomous Systems (FoMLAS 2022), which was
held in Haifa (Israel) during July 31 – August 1, 2022. FoMLAS 2022 was co-located
with the 34th International Conference on Computer-Aided Verification (CAV 2022).

Machine learning has emerged as a highly effective way for creating real-world
software, and is revolutionizing the way complex systems are being designed all across
the board. For example, deep learning is being applied to autonomous systems, like
autonomous cars and aircraft, achieving exciting results that are beyond the reach of
manually created software. However, these significant changes have created new chal-
lenges when it comes to explainability, predictability, and correctness of these systems.
We believe that a promising avenue for tackling these difficulties is by developing formal
methods capable of analyzing and verifying these new kinds of systems.

The FoMLAS workshop is dedicated to the development of novel formal methods
techniques to address these challenges. Our mission is to create an international forum
for researchers and developers in the field to discuss how formal methods can be used
to increase predictability, explainability, and accountability of ML-enabled autonomous
systems.

This volume contains eight of the 17 papers presented at FoMLAS 2022. These
papers contain original research contributions that have not been published before. Each
submission was reviewed by at least two Program Committee members in a XX blind
process. The committee decided to accept all papers. This edition of FoMLAS had strong
emphasis on the challenges in the verification of neural networks, including scalability
and reliability of verification tools for solving these verification problems. These topics
were featured both in invited talks and in contributed papers.

The workshop program also featured two invited talks, one by Suman Jana on “Ef-
ficient Neural Network Verification using Branch and Bound”, and the second by Mark
Müller and Christopher Brix on the results of the “Verification of Neural Networks Com-
petition’ (VNN-COMP’22)”. VNN-COMP’22 was organized by Stanley Bak, Changliu
Liu, Taylor T. Johnson, Mark Müller, and Christopher Brix.

August 2022 Omri Isac
Guy Katz

Nina Narodytska
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NSV 2022 Preface

This volume contains the contributed papers presented at the 15th International Work-
shop on Numerical Software Verification (NSV 2022), which was held in Haifa (Israel)
on August 11, 2022. NSV 2022 was co-located with the 34th International Conference
on Computer-Aided Verification (CAV 2022).

Numerical computations are ubiquitous in digital systems: supervision, prediction,
simulation, and signal processing rely heavily on numerical calculus to achieve desired
goals. Design and verification of numerical algorithms has a unique set of challenges,
which set it apart from the rest of software verification. To achieve the verification and
validation of global properties, numerical techniques need to precisely represent local
behaviors of each component. The implementation of numerical techniques on modern
hardware adds another layer of approximation because of the use of finite representa-
tions of infinite precision numbers that usually lack basic arithmetic properties, such as
commutativity and associativity. Finally, the development and analysis of cyber-physical
systems (CPS), which involve interacting continuous and discrete components, pose a
further challenge. It is hence imperative to develop logical and mathematical techniques
for the reasoning about programmability and reliability. The NSVworkshop is dedicated
to the development of such techniques.

This edition of NSV had strong emphasis on the challenges of the verification of
cyber-physical systemswithmachine learning components. This topic was featured both
in invited presentations and in contributed papers.

NSV 2022 had very high-profile invited speakers from computer science and from
control theory, who gave the following talks:

– Erika Ábrahám (RWTH Aachen University, Germany): “Recent advances for hybrid
systems verification with HyPro”

– Jyotirmoy Deshmukh (University of Southern California, USA): “Combining
learning-based methods and temporal logic specifications for designing controllers
for unknown environments”

– Jana Tumova (KTH Royal Institute of Technology, Sweden): “Motion planning with
temporal logic constraints and preferences environments”

– Georgios Fainekos (Toyota North America, USA): “Statistical Verification of Hyper-
properties for Cyber-Physical Systems”

Regarding the contributed papers, NSV 2022 received four submissions, each of
which received two or three XX blind reviews, and three were accepted. We would like
to thank the NSV Steering Committee, in particular Sergiy Bogomolov, for giving us
the opportunity to organize NSV 2022.

July 2022 Radoslav Ivanov
Laura Nenzi
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